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Figure 43 - MAC-level HetNet throughput in a single-micro scenario with an increasing number of UEs 

As a next step, we perform a saturation analysis of the system. To that purpose, we place 200 UEs, which gives us enough 

spatial diversity, and we increase the size of the packets, until the system reaches saturation. Figure 44 represents the over-

all MAC-level throughput, which shows that using ABSs increases the overall system performance, and that our solution 

achieves a slightly higher saturation throughput than the related work’s. Moreover, we can see from Figure 45 that the re-

lated work scheme cannot keep the delays within an acceptable range, already at moderate loads. The fact that its power 

consumption (shown in Figure 46) is lower, which is due to the overabundance of I-ABSs (see Figure 47) shows that the 

trade-off point between power saving and QoS is largely suboptimal for the related work. Our framework, instead, con-

sumes less power at low loads, and allocates more power to preserve QoS as the load increases.  
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Figure 44 - MAC-layer HetNet throughput against the application-
layer offered load. For each offered load, the corresponding appli-

cation-layer packet size is reported in the labels. 
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Figure 45 - Application delay with an increasing offered load.  
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Figure 46 - HetNet power consumption (variable part) against 

application-layer offered load. For each offered load, the corre-
sponding application-layer packet size is reported in the labels. 
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Figure 47 - SF-type allocation with an increasing application-layer 

offered load, 200 uniformly distributed UEs. 

More micros 

We now compare the performance of our framework in a scenario with one macro and two micros, with UEs uniformly 

dropped, as shown in Figure 48. First, we evaluate the QoS by considering an increasing number of UEs generating traffic 
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with fixed bitrate (packets 50 bytes long). Figure 49 shows the distribution of application delays in the three cases. As we 

can see, our solution outperforms both the baseline and the related work. However, we observe significantly different re-

sults with respect to the single micro scenario, and the main reason behind this phenomenon is the interference between 

micros. As explained in Section 5.3, our SA algorithm forces micros to remain active for the minimum required time, and 

de-synchronizes micro activations by picking a random initial offset at each AP. Besides the (comparatively minor) power 

saving due to the switch-off of the single micros, this mechanism favors a multiplexing over time of micro activations, 

hence reduces inter-micro interference. In fact, we verified that our solution achieves higher CQIs and has a lower rate of 

decoding errors at the MAC layer, as the rate of simultaneous micro transmissions – which also causes interference – is 

kept lower than the related work’s (see Figure 50). The fact that at high loads micros transmit simultaneously even less 

often when no ABSs are provisioned is due to the fact that micros cannot serve their outer UEs at all in that case, hence 

transmit less often altogether. Figure 51 shows that the combined effect of micro switchoff and inter-micro interference 

reduction allows further power saving opportunities. 

 
Figure 48 - Node deployment and UE association in a scenario 

with two micros.

 

 

0.001

0.01

0.1

1

10

50 100 150 200 250 50 100 150 200 250 50 100 150 200 250A
p
p
lic
a
ti
o
n
 D
e
la
y
 [
s
] 
(l
o
g
 s
c
a
le
)

 PSF Related Work No ABS
#UEs =

 
Figure 49 - Application delay with an increasing number of UEs. 
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Figure 50 – Percentage of TTIs where micros transmit simultane-

ously against the number of UEs. 
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Figure 51 – HetNet power consumption (variable part) with an 

increasing number of UEs. 

 



A. Virdis et al. “A distributed power-saving framework for LTE HetNets exploiting Almost Blank Subframes” 

Technical Report, University of Pisa, March 2017 

36 

 

0

100

200

300

400

500

600

700

50 100 150 200 250

PSF

RelWork

noABS

M
A
C
 T
h
ro
u
g
h
p
u
t 
[k
B
/s
]

# UEs  
Figure 52 - MAC-level HetNet throughput in a two-micro scenario with an increasing number of UEs 

As a further test, we analyze the system in Figure 53, where UEs are deployed according to the same spatial distribution, 

but micros are closer to the macro node. In this case, the average number of UEs served by the micros decreases, as they 

suffer a stronger interference from the macro. Moreover, the inter-micro interference increases as well, as the distance be-

tween them decreases. Figure 55 shows a trend of application delay that is similar to the previous scenario with micros at 

the cell border, as confirmed also by the rate of simultaneous micro transmissions that we show in Figure 54. PSF provides 

lower delays at lower percentiles in almost all cases, performing slightly worse at low loads, mainly due to the low value of 

Ton. The performance of the No-ABS configuration are even worse than the previous case, as micros UEs suffer from a 

higher interference from macros. Similar considerations can be made for the power consumption, shown in Figure 56.  

 

Figure 53 – Node deployment and UE association in a scenario 
with two micros close to the macro. 
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Figure 54 – Percentage of TTIs where micros transmit simultane-

ously against the number of UEs. 
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Figure 55 – Application delay with an increasing number of UEs, 

in a scenario with two micros close to the macro node.  
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Figure 56 – HetNet power consumption (variable part) with an 

increasing number of UEs, in a scenario with two micros close to 
the macro node. 

Finally, we show that increasing the number of micros does not change the qualitative outlook of the results. We simulate 

the scenario in Figure 57, where five micros are under the umbrella of the same macro. Figure 58 shows that the power 
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consumption gap is approximately the same as in the previous cases. Figure 59 shows that the RW scheme fails to keep up 

with the HetNet demands, achieving a slightly lower throughput. Figure 60 shows that both phenomena are due to the fact 

that micro de-synchronization brings benefits.  

 

 
Figure 57 - Node deployment and UE association in a scenario 

with five micros. 
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Figure 58 - HetNet power consumption (variable part) with an 

increasing number of UEs, in a scenario with five micros. 
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Figure 59 - HetNet throughput in a scenario with five micros. 
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Figure 60 - Percentage of TTIs where more than one micro trans-

mits against the number of UEs 

Micros with hot spot 

All the results we analysed so far showed an allocation of ABS that was exclusively composed of I-ABS and non-ABS, 

with only one LP-ABS allocated for CQI measurement. To demonstrate the usefulness of LP-ABS, we now assess the per-

formance of our framework in a hot-spot scenario like the one shown in Figure 61. We used two micros as in the previous 

section, deploying UEs in two sets: a first one composed of 50 UEs uniformly distributed in the cell, and a second one of 

150 UEs uniformly dropped in a hotspot close to the macro node. The traffic volume is varied by increasing the packet size 

only for UEs within the hotspot, until the system reaches saturation. Figure 62 shows that the performance in terms of 

MAC cell throughput are similar in the three cases, as most of the traffic is generated in proximity of the macro node, thus 

benefiting less from the usage of ABSs. However, the amount of power consumed by the three nodes, which is shown in 

Figure 63, is significantly lower with our framework. The main reason for this is displayed in Figure 64: in this case in fact, 

our framework adapts its allocation to the unbalanced deployment of UEs serving most of them at low power, thus using 

LP-ABS and reducing power consumption with no impact on QoS. 
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Figure 61 - Node deployment and UE association in a scenario 

with two micros and a hot spot close to the macro.
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Figure 62 - MAC-layer HetNet throughput against the application-
layer offered load. The offered load is increased for hot-spot users 
only. For each offered load, the corresponding application-layer 

packet size is reported in the labels. 
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Figure 63 - HetNet power consumption against application-layer 

offered load. The offered load is increased for hot-spot users only. 
For each offered load, the corresponding application-layer packet 

size is reported in the labels. 
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Figure 64 - Subframe-type allocation with an increasing applica-

tion-layer offered load.

Multiple macro nodes 

While investigating multi-macro coordination is outside the scope of this paper, it is important to understand how PSF 

works in a network with multiple macros. We evaluate the scenario of Figure 65, where we use the same spatial distribu-

tion of UEs for the central cell as Figure 16, and we deploy three external macro nodes at 1km from the center of the cen-

tral cell, radiating towards it, to create a high interference. The central nodes always run the PSF framework, whereas the 

external nodes may: a) not use the ABS mechanism; b) run autonomous instances of PSF, i.e., compute their own ABS 

pattern; c) run a coordinated PSF with the central cell. In the last case, each macro node computes its own values of K and 

reports this and its micro load to a central entity. The latter takes the maximum of all the reported values, runs the ABS 

provisioning algorithm described in Section 5.2, and returns the result to all the macros, which then apply it and send it to 

their micros. This makes all the coordinated entities agree on the same ABS pattern. We consider two load levels for the 

external nodes: low load, where the RB demand is 10% of the total, and high load, where it is 50%. We measure the per-

formance in the central cell only.  

As we can see in Figure 66, the load at the external nodes increases the power consumption. This is because a higher load 

implies higher interference, hence lower CQIs, hence more RBs required to serve the same traffic. However, when external 
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cells run autonomous PSF instances, the increase in the power consumption is minor. The justification can be found in 

Figure 67. When no ABSs are used at the external nodes in fact, these generate a strong interference potentially in all the 

SFs, causing low CQIs of UEs served by the micro. Running a coordinated PSF, instead, achieves maximum protection for 

micro UEs, significantly increasing their channel quality. However, the same mechanism forces all the macro nodes to 

transmit during the same SFs (i.e. non ABS), thus increasing inter-macro interference (see left part of Figure 67) and re-

ducing the CQIs of the macro UEs, which are comparatively more numerous and served by a node with a higher power 

consumption. This justifies the higher power consumption of coordinated PSF. On the other hand, running autonomous 

PSF instances yields a favorable trade-off, increasing the chance that both micro and macro users are scheduled in SFs 

where external interferers are inactive.  

 
Figure 65 – Node deployment and association in a scenario with interference coming from external cells. 
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Figure 66 – HetNet power consumption (variable part) in a sce-
nario with interference from external macros in two configura-
tions having respectively low (left) and high (right) load in the 

external cells. 
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Figure 67 – CQI of Macro (left) and Micro (right) UEs in a sce-

nario with interference from external macros at high load.

7. CONCLUSIONS 

In this paper, we presented a framework for ABS provisioning that aims at reducing the power consumption in HetNets. 

Our framework exploits two types of ABSs, idle and low-power ABS, where a macro node respectively refrains from 

transmitting data or still does so at a lower transmission power. The provisioning process is carried out dynamically at the 
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fastest possible pace, selecting which ABS type to use depending on information on the network load, such as its volume 

and/or spatial distribution. The framework also accounts for macro-micro communication, which is realized via X2-

interface and using standard-compliant signaling only, and its computational burden is independent of the number of users, 

the system bandwidth and the volume of traffic.  

Finally, we evaluated our scheme by means of system-level simulations, comparing it against a legacy system with no 

ABS support, and a dynamic scheme taken from the literature. We showed that our framework consumes significantly less 

power at low loads, and preserves QoS as the system approaches saturation by dynamically adapting to different user de-

ployments. Moreover, running autonomous instances of our scheme at macro nodes yields benefits in terms of consumed 

power and UE channel quality (both macro and micro). 
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9. APPENDIX 

Proof of Lemma 1 
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Lemma 1: Problem (1) admits no more than ( )32 3 1T⋅ +  solutions. 

Proof: The solution space for (1) is a set of tuples 1 2 3, , ,t t t b . Their number is twice as large as the number of triplets of 

non negative numbers 1 2 3, ,t t t  that verify constraints (i), i.e. 
x x
t T≤  { }, ,x L N I∈ . These constraints are verified by 

1
x
T +  non negative integers. However, 

L I N
T T T T+ + = , hence a bound on the maximum number of triplets 1 2 3, ,t t t  is 

the optimum of the following problem: 

 

( ) ( ) ( )max 1 1 1

. .

L I N

L I N

x

T T T

s t T T T T

T +

+ ⋅ + ⋅ +  
+ + =

∈ℤ

 

The optimum of the continuous relaxation of the above problem is equal to ( )33 1T +  (from the Arithmetic Mean / Geo-

metric Mean inequality). Therefore, an upper bound on the number of solutions of (1) is ( )32 3 1S T= ⋅ + . 

� 

Proof of Lemma 2 

Lemma 2: Problem (2) admits at most ( ) ( )1 2T T+ ⋅ +  feasible solutions. 

Proof: The solution space for (2) is included in the set of tuples , , ,L I NT T T b , that verify constraint (i), i.e. 

L I N
T T T T+ + = . Therefore the number of feasible solutions of (2) is at most twice as large as the number of triplets of 

non-negative integers whose sum is T. This last number is: 

 ( ) ( ) ( )
0

1 1 2 2
T

j

Q j T T
=

= + = + ⋅ +∑  

since the number of couples of non-negative integers ,
L I
T T  summing to j T≤  is equal to j+1 (they are 0, j , 1, 1j − , 

…., ,0j ), and for each of these there is a unique non-negative integer 
N
T T j= −  that sums up to T. Therefore, the 

number of feasible solutions is no larger than 2S Q= . 

� 


